
1 /12 /

# 5 8  N O V E M B E R  2 0 2 3

A RT I F I C I A L 
I N T E L L I G E N C E

JOURNAL
OF FINANCIAL TRANSFORMATION

THE CAPCO INSTITUTE

O R G A N I Z AT I O N A L

The truth behind artifi cial 
intelligence: Illustrated by designing 

an investment advice solution

CLAUDE DIDERICH



1 /

Editor
Shahin Shojai, Global Head, Capco Institute

Advisory Board
Michael Ethelston, Partner, Capco
Farzine Fazel, Partner, Capco
Anne-Marie Rowland, Partner, Capco

Editorial Board
Franklin Allen, Professor of Finance and Economics and Executive Director of the Brevan Howard Centre, Imperial 
College London and Professor Emeritus of Finance and Economics, the Wharton School, University of Pennsylvania
Philippe d’Arvisenet, Advisor and former Group Chief Economist, BNP Paribas
Rudi Bogni, former Chief Executive Offi cer, UBS Private Banking
Dan Breznitz, Munk Chair of Innovation Studies, University of Toronto
Elena Carletti, Professor of Finance and Dean for Research, Bocconi University, Non-Executive Director, Unicredit Spa
Lara Cathcart, Associate Professor of Finance, Imperial College Business School
Jean Dermine, Professor of Banking and Finance, INSEAD
Douglas W. Diamond, Merton H. Miller Distinguished Service Professor of Finance, University of Chicago 
Elroy Dimson, Emeritus Professor of Finance, London Business School
Nicholas Economides, Professor of Economics, New York University
Michael Enthoven, Chairman, NL Financial Investments
José Luis Escrivá, President, The Independent Authority for Fiscal Responsibility (AIReF), Spain
George Feiger, Pro-Vice-Chancellor and Executive Dean, Aston Business School
Gregorio de Felice, Head of Research and Chief Economist, Intesa Sanpaolo
Maribel Fernandez, Professor of Computer Science, King’s College London
Allen Ferrell, Greenfi eld Professor of Securities Law, Harvard Law School
Peter Gomber, Full Professor, Chair of e-Finance, Goethe University Frankfurt
Wilfried Hauck, Managing Director, Statera Financial Management GmbH
Pierre Hillion, The de Picciotto Professor of Alternative Investments, INSEAD
Andrei A. Kirilenko, Professor of Finance, Cambridge Judge Business School, University of Cambridge
Katja Langenbucher, Professor of Banking and Corporate Law, House of Finance, Goethe University Frankfurt
Mitchel Lenson, Former Group Chief Information Offi cer, Deutsche Bank
David T. Llewellyn, Professor Emeritus of Money and Banking, Loughborough University
Eva Lomnicka, Professor of Law, Dickson Poon School of Law, King’s College London
Donald A. Marchand, Professor Emeritus of Strategy and Information Management, IMD
Colin Mayer, Peter Moores Professor of Management Studies, Oxford University
Francesca Medda, Professor of Applied Economics and Finance, and Director of UCL Institute of Finance 
& Technology, University College London
Pierpaolo Montana, Group Chief Risk Offi cer, Mediobanca
John Taysom, Visiting Professor of Computer Science, UCL
D. Sykes Wilford, W. Frank Hipp Distinguished Chair in Business, The Citadel

RECIPIENT OF THE APEX AWARD FOR PUBLICATION EXCELLENCE

THE CAPCO INSTITUTE
JOURNAL OF FINANCIAL TRANSFORMATION



08 Overview of artifi cial intelligence deployment options 
  Ali Hirsa, Professor of Professional Practice, Department of Industrial Engineering and Operations Research, 

Columbia University, and Chief Scientifi c Offi cer, ASK2.AI

 Satyan Malhotra, Chief Executive Offi cer, ASK2.AI

24 Applied generative AI governance: A viable model through control automation
 Gerhardt Scriven, Managing Principal
 Marcel Braga, Principal Consultant
 Diogo Santos, Principal Consultant
 Diego Sarai, Managing Principal

34 AI and banks. In conversation with an AIntern
 Jesús Lozano Belio, Senior Manager, Digital Regulation, Regulation and Internal Control, BBVA

44  Performance of using machine learning approaches for credit rating prediction: 
Random forest and boosting algorithms

 W. Paul Chiou, Associate Teaching Professor of Finance, Northeastern University
 Yuchen Dong, Senior Engineer, MathWorks
 Sofi a X. Ma, Senior Engineer, MathWorks

54 A smart token model for native digital assets
 Ian Hunt, Buy-Side Industry Consultant and Adviser

T E C H N O L O G I C A L

C O N T E N T S



72  Networked business design in the context of innovative technologies: Digital transformation 
in fi nancial business ecosystems

 Dennis Vetterling, Doctoral candidate, Institute of Information Management, University of St. Gallen
 Ulrike Baumöl, Executive Director of Executive Master of Business Administration in Business Engineering, 
 and Senior Lecturer on Business Transformation, University of St. Gallen

82 Developers 3.0: Integration of generative AI in software development
 Fayssal Merimi, Managing Principal, Capco
 Julien Kokocinski, Partner, Capco

90 Digital transformation and artifi cial intelligence in organizations
 Niran Subramaniam, Associate Professor in Financial Management & Systems, Henley Business School

98 Is accounting keeping pace with digitalization?
 Alnoor Bhimani, Professor of Management Accounting and Director of the South Asia Centre, London School of Economics

104 Bank and fi ntech for transformation of fi nancial services: What to keep and what is changing in the industry
 Anna Omarini, Tenured Researcher, Department of Finance, Bocconi University

O P E R AT I O N A L

116 The truth behind artifi cial intelligence: Illustrated by designing an investment advice solution
 Claude Diderich, Managing Director, innovate.d

126 Duty calls – but is industry picking up?
 Jessica Taylor, Consultant, Capco
 Ivo Vlaev, Professor of Behavioral Science, Warwick Business School
 Antony Elliott OBE, Founder, The Fairbanking Foundation

138 Generative artifi cial intelligence assessed for asset management
 Udo Milkau, Digital Counsellor

150 How can banks empower their customers to fl ag potential vulnerabilities?
 Przemek de Skuba, Senior Consultant, Capco
 Bianca Gabellini, Consultant, Capco
 Jessica Taylor, Consultant, Capco

160   Assessing AI and data protection expertise in academia and the fi nancial services sector: 
Insights and recommendations for AI skills development

  Maria Moloney, Senior Researcher and Consultant, PrivacyEngine, Adjunct Research Fellow, 
School of Computer Science, University College Dublin

 Ekaterina Svetlova, Associate Professor, University of Twente
 Cal Muckley, Professor of Operational Risk in the Banking and Finance Area, UCD College of Business, 
 and Fellow, UCD Geary Institute
 Eleftheria G. Paschalidou, Ph.D. Candidate, School of Economics, Aristotle University of Thessaloniki
 Ioana Coita, Consultant Researcher, Faculty of Economics, University of Oradea
 Valerio Poti, Professor of Finance, Business School, University College Dublin, and Director, 
 UCD Smurfi t Centre for Doctoral Research

O R G A N I Z AT I O N A L



D E A R  R E A D E R ,



As the � nancial services industry continues to embrace 
transformation, advanced arti� cial intelligence models are 
already being utilized to drive superior customer experience, 
provide high-speed data analysis that generates meaningful 
insights, and to improve ef� ciency and cost-effectiveness.  

Generative AI has made a signi� cant early impact on the 
� nancial sector, and there is much more to come. The highly 
regulated nature of our industry, and the importance of data 
management mean that the huge potential of AI must be 
harnessed effectively – and safely. Solutions will need to 
address existing pain points – from knowledge management 
to software development and regulatory compliance – while 
also ensuring institutions can experiment and learn from GenAI. 

This edition of the Capco Journal of Financial Transformation 
examines practical applications of AI across our industry, 
including banking and � ntechs, asset management, investment 
advice, credit rating, software development and � nancial 
ecosystems. Contributions to this edition come from engineers, 
researchers, scientists, and business executives working at the 
leading edge of AI, as well as the subject matter experts here 
at Capco, who are developing innovative AI-powered solutions 
for our clients. 

To realize the full bene� ts of arti� cial intelligence, business 
leaders need to have a robust AI governance model in place, 
that meets the needs of their organizations while mitigating the 
risks of new technology to trust, accuracy, fairness, inclusivity, 
and intellectual property. A new generation of software 
developers who place AI at the heart of their approach is also 
emerging. Both GenAI governance and these ‘Developers 3.0’ 
are examined in this edition. 

This year Capco is celebrating its 25th anniversary, and our 
mission remains as clear today as a quarter century ago: to 
simplify complexity for our clients, leveraging disruptive thinking 
to deliver lasting change for our clients and their customers. 
By showcasing the very best industry expertise, independent 
thinking and strategic insight, our Journal is our commitment to 
bold transformation and looking beyond the status quo. I hope 
you � nd the latest edition to be timely and informative. 

Thank you to all our contributors and readers. 
 

Lance Levy, Capco CEO
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activities and improve their lives. It will allow � rms to increase 
ef� ciency, resulting in lower costs and prices, extend product 
customization, allow customers to solve their problems in 
better ways, and extract meaningful data patterns from big, 
complex datasets, supporting superior decision making. AI 
offers customers a vast treasure of value-creation capabilities 
and value-appropriation opportunities for organizations 
[Kaartemo and Helkkula (2018), Wodecki (2018)].

Despite the aforementioned potential bene� ts, human 
judgment will continue to be needed to identify those 
challenges that can best be solved by using AI and to design 
the respective solutions. Human judgment is required to 
determine which problems AI can and cannot solve and what 
data AI needs to learn and create new insights from, how AI 
can supplement human intelligence and where it can replace 
it, as well as addressing the ethical challenges associated with 
relegating recommendations and decision making to “digital 
humans” [(Diderich (1993), Chancellor (2023)].

ABSTRACT
Arti� cial intelligence can be considered one of those technologies, like 5G, 3D printing, and virtual reality, that can disrupt 
the business world. While AI has the potential to solve meaningful business problems, implementing it in a way that 
creates value is challenging. Unfortunately, many AI proponents lack the necessary computer science and mathematics 
machine learning skills required for developing AI systems that pass the Turing test. This paper presents an assessment 
of the characteristics of AI, allowing the reader to understand what speci� c business problems it can solve, and describes 
how an AI-supported investment advice solution for wealthy private clients can successfully deliver value. By reviewing 
the lessons learned, I conclude that the future of AI is bright if the focus is put on applying it to those challenges that it is 
best suited to solve.

THE TRUTH BEHIND ARTIFICIAL 
INTELLIGENCE: ILLUSTRATED BY DESIGNING 

AN INVESTMENT ADVICE SOLUTION

1. INTRODUCTION

Arti� cial intelligence (AI) can be considered as the most 
disruptive technology dominating the 21st century [Girasa 
(2020), Roubini (2022)]. While the concept of AI may sound 
frightening, it is impossible to ignore the value that it offers 
society. Semi-autonomous cars (e.g., Tesla), spoken language 
recognition (e.g., Siri, Alexa), purchase recommendations (e.g., 
Amazon, Net� ix), subject tracking in photo and video cameras 
(e.g., in the latest products by Canon, Nikon, and Sony), as 
well as chatbots (e.g., Bard, BioGPT, and ChatGPT), are just 
some examples of solutions that rely heavily on AI. In addition, 
though not widely recognized, AI supports numerous non-end-
user facing activities, like detecting possible credit card frauds, 
pricing insurance risks, or constructing investment portfolios.

Undoubtedly, AI has already destroyed certain jobs and will 
continue to do so in the future. However, it will also lead to 
the creation of new jobs, help humans focus on more creative 

1  The author acknowledges the valuable feedback from Esther Gelle on an earlier version of this paper.
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1.1 Key moments in the history of AI

Taking a short excursion into the history of AI helps us better 
understand AI and its value to society. While AI may be seen 
as a recent phenomenon, it � nds its roots in the 1950s. 
British polymath Alan Turing � rst suggested that if humans 
can use information and reasoning to solve problems and 
make decisions, computers should be also able to do so. 
This led him to formulate the famous Turing test. Originally 
called the imitation game [Turing (1950)], it assesses a 
machine’s ability to exhibit intelligent behavior equivalent to, 
and indistinguishable from, that of a human. As of today, no 
general-purpose AI system has passed the Turing test.

AI started � ourishing in the late 1960s as computers became 
more accessible. Early work by Feldman, Feigenbaum, 
Minsky, Newell, Simon, Weizenbaum, and Winograd [Barr 
and Feigenbaum (1981)] showed promising results in 
applying goal-based problem solving using expert systems. 
Expert systems [Puppe (1993)] focus on encoding rules of 
human thinking into computer programs. They look literally 
like sophisticated “if-then-else” programs. Specialized 
computer languages, like Prolog and Lisp, were developed 
to support encoding human decision rules ef� ciently and 
effectively. Designed to focus on speci� c problems, expert 
systems were high-performing, transparent, very reliable, and 
offered easy-to-understand results. They were well-suited 
for targeted problem solving. Some of the most prominent 
expert systems in medicine were MYCIN (diagnosing and 
treating infectious diseases), DENDRAL (molecular structure 
prediction in chemical analysis), and CaDet (detecting cancer 
in early stages). All these systems are based on modeling how 
humans understand their decision-making process rather 
than how human brains work. Their main drawbacks are that 
they lack generality and require extensive maintenance work 
to update the rules.

In the 1980s, AI got a second lease of life when computing 
power allowed for general-purpose “arti� cial neural networks” 
(ANNs) to be trained and deployed at scale. ANNs are based 
on the structural understanding of the human brain rather than 
on encoding human decision making. Haykin (1999) describes 
a neural network as a “massively parallel distributed processor 
made up of simple processing units – the neurons, which has 
a natural propensity for storing experiential knowledge and 

making it available for use. Knowledge is acquired by the 
network from its environment through a learning process. 
Interneuron connection strengths, known as synaptic weights, 
are used to store the acquired knowledge.” Its simplest form 
is the perceptron, a linear classi� er [Rosenblatt (1958)]. 
ANNs are generic, problem-independent functions that use 
previously learned insights to calculate solutions based on 
input data. The insights ANNs use are derived using deep 
learning algorithms on typically large sets of historical 
problem-solution data rather than hard-coded algorithms. 
Work by, among others, Fukushima, Grossberg, Hop� eld, 
Kohonen, Linkster, Peral, Schmidhuber, Rosenblatt, Vapnik, 
Waibel, and Werbos, substantially advanced the � eld of 
knowledge in machine learning, which stands at the center of 
today’s AI systems [Haykin (1999)].

An important, but often forgotten, result by Amaldi and Kahn 
(1995; 1998) and Engel (2001) � nds that optimally training a 
single perceptron, the simplest possible ANN, is an NP-hard 
problem.2 They show that it is computationally intractable 
(unless using quantum computers) to train an ANN to always 
produce the correct solution. Moreover, it is even impossible 
for an ANN to be trained in a way that it � nds the best possible 
solution within a given degree of certainty; that is, in a 
probabilistic sense.

Few advancements were made in AI during the 1990s. 
However, in the new millennium, research in machine learning 
got a new boost with the advent of high-speed computers, 
low-latency networks, and massive storage capacities, making 
collecting and processing large problem-solution datasets 
more tractable [Hwang (2018)]. Furthermore, the non-
scienti� c community also became interested in AI, notably due 
to landmark achievements, such as IBM’s DeepBlue beating 
Kasparov in chess in 1997 [Campbell et al. (2002)], Google’s 
self-driving car experiment since 2009 [Teoh and Kidd (2017)], 
the Watson computer system winning the � rst prize on the 
“Jeopardy” quiz show in 2011 [Baker (2011)], Apple’s voice 
recognition Siri (2011) and Amazon’s Alexa (2014), AlphaGo 
winning multiple games against Go champions since 2015 
[Pumperla and Ferguson (2019)], and more recently DeepL 
(2017) and ChatGPT (2023) relying on generative AI methods 
and making large language model technology [Zhao et al. 
(2023)] available on mobile devices.

2  A problem is called “NP-hard” if it is suspected that no algorithm using polynomial time (versus exponential time) exists that can solve it.
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2. UNDERSTANDING THE “INTELLIGENCE” 
IN ARTIFICIAL INTELLIGENCE

Consider the following business idea: an entrepreneur wants 
to offer customized pizzas in any shape or form, like, for 
example, a heart shape for Valentine’s Day, a steamboat pizza 
for celebrating a child’s birthday, or a tennis racket in honor of 
the 100th anniversary of the Italian Open. One challenge the 
entrepreneur faces is estimating the amount of tomato purée 
needed for each pizza. I call this problem the tomato purée 
pizza challenge or TPPC.

The traditional approach for solving the TPPC would be 
calculating the amount of tomato purée using a distinct 
formula for each shape. For example, ƒsquare(d) = 0.2d 2 
for a square pizza and ƒheart(d ) = 0.2(1 + π/4) d 2/2 as an 
approximation for a heart-shaped pizza. While the result of this 
approach is exact, transparent, and quick to calculate, it lacks 
� exibility. A new formula has to be developed and encoded 
for each new pizza form. Intelligence is associated with the 
different formulas ƒx() developed.

Addressing the TPPC using AI takes a different route. First, 
a large number of different pizza shapes are designed (and 
recorded as images). The amount of tomato purée required 
for each is measured empirically. This leads to an extensive 
problem-solution dataset D of pizza image-tomato purée pairs. 
Next, a generic ANN is trained using a supervised learning 
algorithm, as found in standard AI algorithm libraries, on the 
dataset D. Insights I are derived through learning from the 
dataset D : I = ANNlearning(D). Finally, for a given image p of a 
pizza shape, the trained ANN calculates the amount of tomato 
purée needed using the generic function ANN(I, p). Intelligence 
is associated with the insights I dynamically learned from the 
data rather than a hard-coded formula.

In contrast with analytical approaches, the AI solution works 
for any pizza shape rather than only a pre-coded subset. 
However, it will only deliver reasonably correct results if 
the ANN has been trained using a representative and large 
dataset of pizza image-tomato purée pairs. Furthermore, the 
calculated amount of tomato purée required may be way off 
for some pizza shapes.

This paper aims to understand when AI is an appropriate tool 
for solving a problem and when other methods are more suited. 
Different problems require different solution approaches.3 For 

some problems, AI will be the most appropriate approach; for 
others, different solutions will prevail. Consequently, when 
deciding whether to rely on AI to compute a solution for a 
given problem, it is important to:

1)  Understand what the “exact problem” that needs to be 
solved is.

2)  Know what “historical data” is available and can be 
legally used for learning and insights generation.

3)  Know the “value and limitations” of using possible 
AI solutions.

3. DETERMINING THE SUITABILITY OF AI 
FOR SOLVING A SPECIFIC PROBLEM

While AI can be used to approach many wicked problems,4 as 
solving the TPPC has shown, it is by no means applicable to 
solving every problem. The universe of problems most suitable 
for AI can be classi� ed into two categories:

1)  Pattern-matching problems: problems in this category 
are solved by identifying complex structures or patterns in 
datasets and associating them with speci� c solutions. An 
example of a typical pattern-matching problem is image 
recognition, e.g., identifying a cat or a human crossing a 
street in a picture. Speech recognition, matching spoken 
waves to words, is another such problem. Playing games 
like Go or chess can also be handled using AI algorithms 
designed for pattern matching. Recently, chatbots like Bert, 
ChatGPT, or Galactica have used large language model 
algorithms to solve generic pattern-matching problems, 
matching chat questions to learned text. Problems in 
the pattern matching category are best addressed using 
“supervised” learning algorithms [Jo (2022a)] applied 
to labeled datasets. The term supervised relates to the 
requirement that the training dataset includes labels 
representing known solutions to speci� ed problems.

2)  Classifi cation problems: the second category of 
problems well suited for AI algorithms are solved by 
classifying data based on unknown attributes. AI can 
address typical classi� cation problems: customer 
segmentation, anomaly detection, or product 
recommendations. Unsupervised learning algorithms 
are typically used to address classi� cation problems [Jo 
(2022b)]. In contrast with analytical approaches to solving 

3  Note for the sake of completeness that in the case of the TPPC, analytical algorithms exist, for example, using triangulation, which can approximate the 
surface of a generic shape without relying on AI.

4  A wicked problem is a problem that is diffi cult or impossible to solve because of incomplete, contradictory, and changing requirements that are often diffi cult 
to recognize.
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classi� cation problems, these algorithms do not need to 
know a priori what attributes are relevant for classifying the 
data. During unsupervised learning, the relevant attributes 
are determined implicitly and often remain hidden from 
the outside world. Unlike supervised learning algorithms, 
unsupervised learning does not require solution data; that 
is, training data can remain unlabeled.

Identifying what value can be created by, and appropriated 
from, using AI as a problem-solving approach is critical. AI has 
the potential to deliver signi� cant value in two business areas:

1)  Identifying patterns or attributes that are “too complex” or 
“take too much time for humans to identify”, especially 
because of their multi-dimensional nature or the size 
of the dataset. Typical problems in this category are 
constructing investment portfolios, detecting credit card 
fraud, or tracking image data.

2)  “Performing repetitive tasks”, where AI is signi� cantly 
faster and/or cheaper than human resources. Typical 
problems in this category are voice recognition, text 
translation, writing draft documents, or searching for 
speci� c data items.

3.1 Five premises for using AI-based 
problem solving

Not all problems are sound for AI solving. Five premises must 
be satis� ed to solve a wicked problem using AI successfully. 
These are:

(1)  The problem at hand “cannot be solved using 
analytical algorithms”, or using analytical algorithms is 
computationally infeasible, although theoretically possible.

(2)  The problem “can be solved by relying on available 
historical data”. The solution is not entirely novel. This 
does not mean that existing data must include the solution 
but that it can be reasonably inferred from it.

(3)  There exists appropriate “labeled” or “unlabeled datasets” 
(depending on the type of problem) that can be legally 
used for AI learning purposes.

(4)  Relying on a suboptimal or incorrect solution “is a 
viable option”.

(5)  The problem solver is “not faced with any moral hazard 
due to an incorrect solution” computed by AI. No human 
lives are at risk if AI fails to � nd the right solution.

Premise (1) states that a problem-speci� c algorithm exhibiting 
validated properties is preferred to a problem-agnostic 
machine learning approach. Although this may seem obvious, 
it means that AI should not be used as a replacement for 
human domain-speci� c knowledge. While AI allows for 
combining existing knowledge in a way that humans might 
not have thought of, premise (2) states that AI cannot invent 
new knowledge. With ef� cient data-collecting resources 
available, satisfying premise (3) should be straightforward. 
However, it is not. Legally collecting high-quality data often 
poses an insurmountable challenge. Finally, premises (4) 
and (5) address the challenge that AI cannot guarantee the 
correctness of its results. In many situations, AI cannot even 
offer the reasoning that has led to the solution, thus making 
the work of human result validation tedious, if not impossible. 
Recent research in explainable AI [Holzinger et al. (2022)] 
focuses on addressing that challenge. Premise (5) stipulates 
that if the use of AI could lead to moral hazard, it must be used 
primarily as a decision-support tool complemented by human 
expertise and/or analytical algorithms.

3.2 Challenges faced by AI

Applied to the right problems, AI can offer solutions humans 
could not think of. However, these solutions have some 
caveats that must be understood before relying on them.

Whether relying on labeled or unlabeled data for learning, 
generic AI algorithms make it possible to � nd correlations in 
the training data, but not causalities. Pearl (2000) and Pearl 
and Mackenzie (2018) have shown that “data alone can never 
answer causal questions. They [AI algorithm developers] 
require to formulate a model of the process that generates 
the data or at least some aspects of that process.” Incorrectly 
assuming causality when only a correlation exists is one of the 
biggest mistakes one can make when relying exclusively on 
data to solve problems. This is no different for AI. Many, if not 
all, sophisticated AI algorithms include some sort of domain-
speci� c model to support deriving causalities. For example, 
ChatGPT has learned that most famous sports journalists 
have covered the Olympic games. However, when ChatGPT is 
asked what events a known sports journalist has covered, it 
incorrectly infers the causality that such a journalist must have 
covered, with a high probability, the Olympic games, although 
only a correlation exists.
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Training a generic ANN in such a way that it correctly 
classi� es the largest possible number of data elements is a 
computationally intractable problem. This means that unless 
using domain-speci� c modeling when designing and training 
an ANN, it is impossible to ensure, even in-sample, the quality 
of any result. It is computationally infeasible to train a generic 
ANN in such a way that it correctly solves a given percentage 
of problem instances; that is, offers a probabilistically 
correct answer.

A third, and even more vital, challenge that many AI systems 
face is that they are black boxes. AI typically provides a 
possible solution but cannot explain how that solution was 
derived. For example, an ANN used for recognizing animals 
in images was trained using, among others, horse images 
that included a copyright notice (which non-horse images 
did not have). When using the trained ANN on new images, it 
incorrectly identi� ed any image containing a copyright notice 
as an image of a horse [Lapuschkin et al. (2019)]. Although 
research in designing explainable AI (XAI) algorithms has 
made progress in recent years [Samek et al. (2017)], notably 
by attributing the statistical probabilities of each input to the 
result component, there is still a long way to go to come up 
with domain-independent AI algorithms that offer explainable 
solutions. Most promising research in XAI focuses on designing 
interpretable models using decision trees, Bayesian networks, 
and sparse linear models [Rudin (2019)].

4. TOWARDS MORE SUCCESSFUL 
INVESTMENT ADVICE: AN AI CASE STUDY5

Offering “customized investment advice” (CIA) as a paid 
service has become one of the most prominent offerings 
in private banking. One of the reasons for this is tighter 
regulations imposed on investment advisors to avoid con� icts 
of interest. Another is that customers seek help navigating the 
ever more complex investment universe without delegating 
the � nal investment decision. Private banks like CIA because it 
can be sold in a way to generate recurring revenues.

4.1 Understanding CIA

A naïve manager would consider CIA a product recommendation 
problem, similar to Amazon suggesting to its customers which 
books to buy based on past purchases or Net� ix proposing 
what movie to watch next based on learned user preferences. 
Unfortunately, advising CIA customers is more complex, 
as it involves multiple stakeholders with different goals and 
preferences: the investor as the customer, the investment 
advisor and their employer as service providers, and the 
investment product providers as the manufacturers.

Investors look for investment recommendations that meet 
their risk pro� les, re� ect their market expectations, and bring 
them closer to their � nancial goals. Investment advisors aspire 
to advise clients effectively, maximizing the probability that the 
investor will act upon their advice and be happy. They also look 
for help navigating the ever-growing universe of investment 
products, each with its features and caveats. Their employer, 
on the other hand, wants to maximize value capturing. Finally, 
investment product providers look for their offerings to be 
recommended by the investment advisor. Based on these 
observations, the CIA service can be reformulated as a 
decision problem suitable for solving using AI.

4.2 Formulating the CIA as an AI problem

To determine which products to recommend to its client, 
the investment advisor must evaluate the function shown in 
equation (1), where the parameters  1 ,  2 ,  3 , and  4  are 
de� ned in Figure 1 as the data universe used in offering CIA.

r (  1 ,  4 , a(  1 ,  2 ,  3 ,  4 )) 
 = {set of advised investment products} (1)

Function r ( ) is an analytical function encoding applicable 
regulations ensuring that investment recommendations align 
with them. The a( ) function computes the set of products from 
the product shelf that the investment manager recommends 
to the investor based on their investment goal, risk pro� le, 
subjective market views, preferences, and given objective 
market conditions. While function r ( ) fails the AI premises 
(1), (4), and (5), de� ned in Section 3.1, function a( ) meets 
all � ve AI premises. As such, function a( ) is well suited to be 
implemented using a multi-layer feed-forward ANN.

5  Note that the case study presents a high-level description of how AI can be used to improve the customized investment advice service. For the sake of 
readability, the description has been simplifi ed. Details, including some modeling and intermediary data processing steps, have been omitted.
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To develop and train an ANN that implements the function 
a( ), I use a variation of the AI technology stack proposed by 
Tsaih et al. (2023), as shown in Table 1. A structured approach 
focusing on speci� c outcomes in a well-de� ned order helps 
avoid mixing different concepts, which could result in a sub-
optimal, often even non-working, AI solution. It also helps make 
it easier to identify the exact problem that needs to be solved 
by distinguishing between technology, framework, training 
data, learning, and scoring. By encapsulating all historical data 
aspects into the data pipeline stack, the approach ensures 
that the appropriate data is available and can be legally used. 

Finally, distinguishing between learning and scoring algorithms 
helps identify value and limitations of the AI designed solution.

4.2.1 INFRASTRUCTURE PLATFORM

As the problem to be solved is a typical, although multi-
stakeholder, pattern-matching problem, there is no need for a 
problem-speci� c AI infrastructure platform. Furthermore, due 
to the dif� culty of estimating the computing resources required 
for training and scoring the ANN a priori, I rely on a generic AI 
cloud infrastructure such as Amazon AWS AI, Microsoft Azure 
AI, or IBM Watson ML.

Figure 1: Data universe used in offering CIA

Notes: Static data is time-independent, whereas dynamic data changes over time.

Investor/customer data is speci� c for each investor, whereas � nancial market data is the same for all investors.
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Table 1: AI technology stack model for implementing and operating an AI solution 

TECHNOLOGY STACK DEFINITION FUNCTIONALITY FOCUSING ON THE CIA PROBLEM

Infrastructure platform Hardware underlying the AI solution Generic AI implemented on a cloud infrastructure 
(i.e., AI as a service)

Framework AI architecture Multi-layer feed-forward ANN

Learning algorithm Speci� c machine learning algorithm(s) used Off-the-shelf, supervised learning algorithm

Data pipeline Data source and data management platform Proprietary client data, proprietary market and risks 
assessment data, public market data

AI service Well-de� ned service applying the learning 
algorithm to the data pipeline, consistent with the 
framework using the infrastructure platform

General purpose API makes it possible to learn/
calculate the parameters; that is, the weights 
associated with the nodes, of the multi-layer feed-
forward ANN

Scoring algorithm Domain-speci� c AI solution addressing 
the business problem

Custom-build capabilities resulting in investment 
product recommendations based on client-speci� c 
data and current � nancial market conditions

Source: Based on Tsaih et al. (2023)
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4.2.2 FRAMEWORK

Next, I model the function a( ) as a multi-layer feed-forward 
ANN, where the input layer ingests the parameters  1 ,  2 ,  3 , 
and  4 , excluding regulatory requirements. The output layer is 
associated with the recommended investment products from 
the product shelf.

To keep the designed framework as simple as possible, I 
refrain from integrating back-propagation that would allow 
the ANN to learn by itself from the market performance of 
the recommended investment products while scoring and 
correcting faults in internal stages of the network. Instead, 
I regularly re-train the ANN when relevant new investor and 
market data becomes available.

4.2.3 LEARNING ALGORITHM

While designing the third level of the AI technology stack, I 
use a standard supervised learning algorithm offered by 
the cloud infrastructure platform rather than developing a 
proprietary one. Such algorithms typically depend on gradient-
driven optimization combined with heuristics to speed up the 
computations and avoid local optima.

4.2.4 DATA PIPELINE

Organizing and managing the data pipeline is the most 
challenging part of designing, building, and implementing 
an ANN. Each grey vertical box in Figure 2 (training data) 
represents a separate dataset for training the ANN. It is speci� c 
for a given investor at a given point in time. The parameters  
 1 ,  2 ,  3 , and  4  represent the input dataset for the point 
in time t. The “investment advice” represents the output data 
or label associated with the input data; that is, the portfolio 
holdings and investment products the investor chose at time t 
as their preferred investments.

I use raw data collected from the KYC6 process and from risk 
pro� ling the investor, as required by regulations, as static 
investor data (  1 ), describing their � nancial goals, risk pro� le, 
and preferences. Relying on raw data allows the ANN learning 
algorithm to potentially identify hidden correlations between 
attributes while remaining fully aware of potential noise in 
the collected data that could negatively impact the outcome 
[Kahneman et al. (2021)].

Unfortunately, investor market expectations and risk aversion 
data are typically unavailable at a given time t. Consequently, 
I derive the investor’s expectations and risk aversion (  2 ) 
from their portfolio holdings at time t. To do so, I associate 
speci� c market expectations and risk preferences with each 
investment product. For example, holding technology stocks is 
associated with the expectation that equity markets will grow 
more than GDP and have a low risk aversion, whereas holding 
in� ation-linked bonds is associated with the investor expecting 
in� ation to rise faster than markets expect and being risk 
averse by seeking protection.

The third data category represents the dynamic market data 
(  3 ). It describes the observed current market conditions, 
like in� ation rate, GDP, unemployment rate, and stock market 
valuations. In contrast with input  1  and  2 , the current 
market conditions data is independent of any speci� c investor 
and thus identical in all datasets for a given time t.

Parameter  4  represents the shelf of investment products 
available at time t. Furthermore, I assume that the regulatory 
requirements (part of parameter  4 ) are codi� ed in an 
analytical function and are not derived from the dataset used 
for training the ANN.

To label the output or learning datasets (investment advice), I 
assume that the investors’ portfolio holdings at any given time 
re� ect their actual investment decision. They represent the 
investment products that the investment advisor should have 
recommended to the investor at that point in time.

4.2.5 AI SERVICE

The AI service layer implements the supervised learning 
algorithm. It is applied to the data pipeline using the speci� c 
API the infrastructure platform provides. The outcome is 
a well-de� ned function a( ), which can subsequently be 
used to compute a set of possible investment product 
recommendations based on static and dynamic investor 
data combined with current market conditions and available 
product shelf.

4.2.6 SCORING ALGORITHM

Finally, the scoring algorithm calculates what investment 
products the investment advisor should recommend to 
the investor based on the insights learned by the ANN. 
It implements evaluating equation (1) and is illustrated in 
Figure 2 by the green vertical box (scoring).

6  KYC = Know your client.
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The static investor data (parameter  1 ) and the current product 
shelf (parameter  4 ) are extended by the investor formulating 
their expectations of the � nancial markets and their current 
risk aversion (parameter  2 ), i.e., their expectations of 
in� ation, economic growth, future unemployment rates, 
etc. Current market conditions (parameter  3 ) are based 
on observed in� ation, GDP, unemployment rate, etc. It is 
important to note that in this speci� c CIA solution only the 
investor makes predictions of the markets. The investment 
advisor’s judgmental role is curtailed to describing the current 
market conditions.

Finally, the output from function a( ) is passed through 
the regulatory requirements � lter r (  ), resulting in a set of 
investment products recommended to the investor that is 
regulatory compliant and available from the investment 
advisor’s � rm.

A point to remember is that the value of the investment 
advice depends on the model assumption that the investor 
was happy with their past investments made through their 
portfolio holdings and that they re� ected the investor’s 
market expectations.

4.3 Creating value by applying the model

The success of using AI in the designed CIA solution is based 
on four assumptions:

1)  Similar customers (i.e., concerning investment goals, risk 
pro� le, and rationale, as well as psychological preferences) 
invest similarly in similar environments.

2)  Investors accept that investment products advised to them 
may perform poorly, given their expectations.

3)  Investors were happy with their past investment decisions 
(or the decisions that they were unhappy with were 
� agged as such and subsequently removed from the 
training dataset).

4)  AI can, within reasonable boundaries, correctly identify 
relevant attributes in the presented datasets and classify 
data accordingly without requiring human modeling or 
manual intervention.

When these four assumptions are met, investment advice 
computed by AI should be expected to be superior and more 
consistent than guidance from human investment advisors 
alone. One reason is that AI has superior capabilities in 

Figure 2: Data pipeline used for learning (datasets 1 to 5) and scoring (input/output)
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identifying those attributes that matter most to investors, which 
may go unnoticed by human investment advisors. Another 
reason is that AI is able to deal better with a large universe of 
potential investment products than humans. Furthermore, AI 
does not suffer from human judgmental biases, like anchoring, 
availability, conjunction fallacy, optimism, loss aversion, 
framing, sunk costs, or overcon� dence [Kahneman (2011)]. 
Under the assumption that the world will not be disrupted, and 
the future (even if non-natural and complex) will still relate 
to the past, using AI to support CIA should lead to a higher 
acceptance rate of investment advice provided and, therefore, 
happier customers. The potential drawback that AI cannot as 
yet offer explicit explanations for its advice can be mitigated by 
using AI as a tool to support the investment advisor’s expertise 
rather than to replace them.

5. CONCLUSION

More is needed than just the arti� cial part of AI to successfully 
apply it to solving wicked problems. As with any problem-
solving approach, only well-understood challenges can be 
successfully solved. One cannot expect AI to understand a 
poorly formulated problem, let alone solve it. This means that 
possessing big data is not enough. Implementing AI to create 
value for its users and allow its creators to capture part of 
that value requires diverse skills. Hard-core mathematical and 
computer science skills are too often left on the backbench or 
completely ignored.

5.1 Lessons learned from the past

Several highly relevant insights can be gained from research 
in AI, the presented case study, and experience implementing 
AI solutions to solve wicked business problems involving 
large datasets.

•  To create and capture value in business, problem solving 
requires understanding the problem and identifying how 
a solution creates value for the stakeholders involved.

•  Just because a problem involves substantial amounts 
of data does not make it necessarily suitable for solving 
using AI.

•  AI is well-suited for solving problems that require 
identifying patterns in large datasets, which are structurally 
too sophisticated for the human eye to detect.

•  AI best identi� es correlations and correlation-like 
structures between data elements, especially non-linear 
ones, and clusters similar data elements.

•  Analytical problem-solving techniques will outperform AI 
in most cases where computationally feasible analytical 
solutions to the considered problem exist.

•  The most important caveat to consider when relying on 
AI is that it is mathematically impossible for any AI 
algorithm, unless combined with causality models, to 
guarantee the correctness of the calculated solution, 
even in probabilistic terms.

5.2 Looking into the future

While the lessons learned from past experiences with AI may 
sound grim, AI offers enormous opportunities when correctly 
applied. There are a considerable number of challenges 
where analytical approaches have failed or performed poorly. 
In situations where solving a problem requires mining large 
historical datasets, AI will outperform traditional algorithms in 
all but the most straightforward cases.

Two key challenges must be addressed to fully exploit AI and 
succeed at the Turing test. First, machine learning algorithms 
must include an explainable component, whether relying on 
supervised, unsupervised, or reinforcement learning. Black-
box AI will not survive the scrutiny required for large-scale 
and/or mission-critical deployment. Second, AI must move 
from learning correlations to creating causal knowledge. 
As such, AI must allow for combining with human-designed 
causality models.

We are a long way from machines being genuinely creative; 
that is, creating knowledge that cannot be derived by 
combining existing knowledge. However, taking an optimistic-
realistic approach to AI will make it possible to create and 
capture value beyond ef� ciency and effectiveness gains. 
AI is a sophisticated tool that, when used wisely, especially 
in combination with other tools (and humans), will allow for 
shaping critical aspects of our future.
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