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D E A R  R E A D E R ,
Welcome to our very special 60th edition of the Capco Journal of Financial Transformation. 

The release of this milestone edition, focused on GenAI, reinforces Capco’s enduring role in 
leading conversations at the cutting edge of innovation, and driving the trends shaping the � nancial 
services sector. 

There is no doubt that GenAI is revolutionizing industries and rapidly accelerating innovation, with the 
potential to fundamentally reshape how we identify and capitalize on opportunities for transformation. 

At Capco, we are embracing an AI infused future today, leveraging the power of GenAI to increase 
ef� ciency, innovation and speed to market while ensuring that this technology is used in a pragmatic, 
secure, and responsible way. 

In this edition of the Capco Journal, we are excited to share the expert insights of distinguished 
contributors across academia and the � nancial services industry, in addition to drawing on the 
practical experiences from Capco’s industry, consulting, and technology SMEs.

The authors in this edition offer fresh perspectives on the mindful use of GenAI and the implications 
of advanced GenAI on � nancial markets, in addition to providing practical and safe frameworks for 
boards and � rms on how to approach GenAI governance. 

The latest advancements in this rapidly evolving space demonstrate that the potential of GenAI goes 
beyond automating and augmenting tasks, to truly helping organizations rede� ne their business 
models, processes and workforce strategies. To unlock these bene� ts of GenAI, I believe that � rms 
need a culture that encourages responsible experimentation and continuous learning across their 
organization, while assessing the impact of the potential bene� ts against a strategic approach and 
GenAI framework. 

I am proud that Capco today remains committed to our culture of entrepreneurialism and innovation, 
harnessed in the foundation of our domain expertise across our global teams. I am proud that we 
remain committed to our mission to actively push boundaries, championing the ideas that are shaping 
the future of our industry, and making a genuine difference for our clients and customers – all while 
ensuring to lead with a strategy that puts sustained growth, integrity and security at the forefront of 
what we do. 

I hope you’ll � nd the articles in this edition both thought-provoking and valuable as you create your 
organization’s GenAI strategy and future direction. As we navigate this journey together, now is the 
time to be bold, think big, and explore the possibilities. 

My greatest thanks and appreciation to our contributors, readers, clients, and teams.

Annie Rowland, Capco CEO
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projected to comprise over 40% of the total in companies 
surveyed across the U.S., China, Brazil, and Indonesia [Di 
Battista et al. (2023)]. Correspondingly, employers now expect 
MBA graduates, for instance, to be pro� cient in leveraging 
GenAI tools [Jones and Olson (2024)]. While MBAs and other 
business graduates will not need to be technical experts in 
AI, they will nevertheless be expected to understand how to 
leverage GenAI in conjunction with traditional skills such as 
managing interpersonal relationships, working collaboratively, 
and leading teams [Jones and Olson (2024)].

Yet, universities have yet to adequately prepare graduates 
to properly leverage GenAI. The Digital Education Council 
(henceforth, DEC) Global AI Student Survey (2024) suggests 
that post-secondary school students may not have the 
appropriate AI literacy skills required for the future of work; 
additionally, universities are perceived to be slow in preparing 
graduates with the necessary skills for future work in an AI-era 
[DEC (2024)]. According to the survey, 58% of students feel 
they lack suf� cient AI knowledge and skills, re� ecting similar 

ABSTRACT
The rapid advancement of generative arti� cial intelligence (GenAI) tools has signi� cant implications for creativity, 
decision making, and problem solving across various sectors. While AI offers opportunities to enhance productivity by 
of� oading routine tasks to it, excessive or inappropriate dependence can diminish human cognitive engagement and 
critical thinking skills. This paper highlights the importance of metacognition, which is the ability to re� ect on one’s 
thinking and decision making strategies, in effectively integrating AI into both educational and professional settings. By 
developing metacognitive awareness and employing strategic approaches, individuals and organizations can assess when 
and how to use AI effectively. Addressing the AI literacy gap is also crucial as it empowers users to navigate AI-driven 
environments appropriately and con� dently. Ultimately, fostering metacognitive skills ensures that AI serves to enhance, 
rather than replace, human judgment, creativity, and ethical responsibility in decision making processes. This article 
introduces key metacognitive strategies for effective AI integration and underscores the necessity of continuous learning 
and human oversight.

UNLOCKING AI’S POTENTIAL THROUGH 
METACOGNITION IN DECISION MAKING

1. INTRODUCTION

The rapid development of generative arti� cial intelligence 
(GenAI) tools over the past two years has triggered 
considerable speculation of its impact on creativity, decision 
making, and problem solving [Chen et al. (2023), Essel et al. 
(2024), Hao et al. (2024), Kabashkin et al. (2023)]. The World 
Economic Forum highlights that AI will be both a major job 
creator and a disruptor [Di Battista et al. (2023)]. Its Future 
of Jobs Report [Di Battista et al. (2023)] suggests that GenAI 
tools have already surpassed humans in crucial technical 
skills like programming, cybersecurity, and design. While 
observers initially speculated that GenAI tools would displace 
workers [Hatzius et al. (2023)], more recent speculation has 
focused on the possibility that AI will empower workers who 
know how to leverage it to outcompete peers that do not 
[Lakhani (2023)].

For this reason, training and recruiting AI-ready talent has 
become crucial for businesses. Within the next � ve years, 
technology training programs focusing on AI and big data are 
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concerns among business executives. The survey also reveals 
how students are starting to inappropriately rely on GenAI for 
routine tasks like information retrieval and analysis, paralleling 
how they might of� oad data processing and decision making 
to AI once they enter the workforce. These trends highlight a 
broader need for continuous AI literacy training, equipping both 
students and business leaders with the knowledge and skills 
necessary to navigate and leverage AI-driven environments.

It is critical to emphasize that human oversight must guide AI 
in contexts requiring nuanced understanding, such as creative 
brainstorming, complex and contextual problem solving, and 
ethical decision making. In such scenarios, AI functions best 
as a supplement to human judgment, not a replacement [Chen 

et al. (2023), Ng et al. (2024)]. Studies highlight that AI can 
mitigate human biases and reduce cognitive load by offering 
data-driven insights, but must be paired with human oversight 
to ensure context-aware, creative, and ethical decision making 
[Ng et al. (2024), Dahri et al. (2024), Chen et al. (2023), Essel 
et al. (2024), Hao et al. (2024)]. In this article, we will explain 
how to achieve a desirable outcome by avoiding the dangers 
posed by inappropriate cognitive of� oading by appropriately 
leveraging metacognition.

2.THE DANGER: INAPPROPRIATE 
COGNITIVE OFFLOADING

Cognitive of� oading refers to the process by which individuals 
delegate tasks that require memory, computation, or decision 
making to external tools, thereby reducing their cognitive 
load. The DEC Global AI Student Survey reveals that students 
are increasingly using GenAI tools for routine tasks such as 
information retrieval, summarizing, and drafting (Figure 1). By 
of� oading these cognitive tasks to AI, students can theoretically 
focus more on higher-order thinking and creativity. The survey 
further highlights that students are utilizing AI not just for 
academic tasks but also for career-related activities, including 
drafting resumes and cover letters, practicing for mock 
interviews, and receiving career recommendations (Figure 2). 
This demonstrates the broader role of AI in reducing cognitive 
load across both academic and professional contexts, allowing 
users to allocate cognitive resources to more complex decision 
making and strategic planning.

Source: DEC (2024)
Notes: Figures indicate the percentage of students who viewed a use case for AI positively.

Figure 2: AI use cases in higher education (ranked by student perception)

Figure 1: How students usually use AI tools
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Ideally, such cognitive of� oading should enable students to 
focus on higher-order thinking, delegating routine tasks to AI. 
Similarly, in the business world, executives could adopt AI for 
routine tasks like simple data processing, market analysis, and 
operational decision making. By of� oading such tasks to AI, 
the humans involved could dedicate more cognitive resources 
to more creative problem solving and strategic thinking.

The danger here, however, is that excessive dependence on 
AI could reduce human cognitive engagement, leading to poor 
decision making and diminished problem-solving abilities [Ng 
et al. (2024), Chen et al. (2023)]. While cognitive of� oading 
to AI can free up mental resources for more complex tasks, 
overreliance on AI tools could lead to a decline in critical 
thinking and problem-solving skills. Students who frequently 
use AI for tasks like summarizing or drafting may bypass the 
deeper cognitive engagement necessary to fully understand 
the material, ultimately hindering their learning. Dell’Acqua et 
al. (2023) � nd that AI can improve human productivity and 
quality when performing complex tasks, enabling workers to 
perform at a higher level by of� oading routine and repetitive 
activities to AI. However, it is dif� cult for humans to understand 
what tasks AI can and cannot do effectively [see the “jagged 
technological frontier” in Dell’Acqua et al. (2023)]. For instance, 
using AI for career-related tasks like resume creation may 
diminish opportunities for self-re� ection and personal growth, 
potentially stunting the development of key professional skills 
and insights. Similarly, business leaders may begin to overlook 
important contextual factors if they depend solely on AI 
outputs without engaging in critical re� ection on the nuances 
of their industry. Such an overreliance on AI can impair long-
term cognitive skills and result in suboptimal decisions.

The key will be to think of AI as an assistant (or “co-pilot”) 
rather than a decision maker, with humans retaining control 
of � nal judgments [Ng et al. (2024)]. Randazzo et al.’s (2024) 
study conceptualizes three types of human-AI knowledge co-
creation: “fused co-creation” (cyborgs), where professionals 
fully integrate AI into their work� ows; “directed co-creation” 
(centaurs), where tasks are divided between humans and 
AI based on their strengths; and “abdicated co-creation” 
(self-automators), where professionals rely entirely on AI 
without developing new skills. When and where each form 
of co-creation is appropriate should drive how AI is used; in 
other words, form should follow function. Yet, students and 
executives alike are increasingly mis-using AI. Part of the 
problem is that they lack a basic understanding of AI (i.e., they 
lack AI literacy). An even bigger part of the problem, however, 
may be that humans are trying to apply AI without thinking 

carefully about what they are doing and how they are doing 
it, which are prerequisites for properly introducing AI into 
decision making.

3. THE SOLUTION: METACOGNITION

This possibility highlights the need for metacognitive 
awareness, or the ability to re� ect on one’s thinking and 
decision making strategies. Metacognition refers to the ability 
to execute a sequence of strategies, employ heuristics that 
lead to success on a task, and explicitly self-regulate one’s 
behavior during complex tasks [Flavell (1979), Hennessey 
(1999)]. It involves conscious awareness and control over one’s 
cognitive processes, enabling individuals to plan, monitor, and 
adjust their approach to problem solving. For instance, an 
executive might be aware of their tendency to send emailed 
responses to complex situations without adequately thinking 
about it � rst, and make sure to sleep on it before responding. 
This concept excludes basic learning strategies like making 
inferences or summarizing text, foundational problem 
analysis such as de� ning entities and testing solutions, and 
general self-regulative behaviors like seeking clari� cation 
or offering alternative explanations. Instead, metacognitive 
awareness focuses on higher-order thinking skills that allow 
individuals to navigate complex tasks effectively and optimize 
their performance.

Metacognitive awareness enables individuals to assess when 
and how to use AI effectively, preventing overreliance on 
technology while ensuring AI outputs are properly evaluated. 
According to DEC (2024), 55% of students express concerns 
about becoming too dependent on AI. Speci� cally, students 
worry that overreliance on AI in teaching and learning could 
attenuate their learning experiences and 52% worry that it 
would negatively impact their academic performance. The 
survey’s authors state that, “students do not want to become 
overreliant on AI, and they do not want their professors 
to do so either.” While students recognize the bene� ts of 
incorporating AI into education, they also perceive the risks 
of overdependence. Additionally, concerns arise that excessive 
use of AI in teaching could lead students to question the quality 
of their education and the fairness of AI-driven evaluations, 
especially if educators are not actively involved in the process. 
Although there is limited research on how these perceptions 
might translate into the workplace, executives should be 
mindful that similar concerns about overreliance on AI may 
exist in professional settings as well. AI’s rapid processing 
capabilities could yield creative solutions in the workplace, but 
human leaders must actively regulate its use by exercising 
metacognition [Chen et al. (2023)].
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This highlights the need for metacognitive strategies that 
encourage users to remain engaged in decision making, 
balancing AI assistance with human judgment. Metacognitive 
control is crucial in this context, allowing students and 
business leaders to re� ect on the limitations of AI, particularly 
in interpreting context-speci� c variables. For example, 
executives using AI to draft reports must consciously evaluate 
how AI-generated outputs align with their speci� c needs [Ng 
et al. (2024)], actively re� ecting on the appropriateness of AI’s 
role in each decision. Metacognitive skills are essential for 
such management.

The DEC survey also reveals student concerns about the ethical 
use of AI and the potential biases embedded in AI systems, 
which further emphasizes the need for a critical thinking 
approach to AI-enhanced decision making (Figure 3). AI, while 
capable of processing vast amounts of data, can still produce 
biased or incomplete insights. Metacognitive awareness 
enables executives to question AI outputs, examine their 
assumptions, and ensure that decisions are made ethically 
and contextually. This balance between human oversight 
and AI integration ensures that cognitive of� oading does not 
lead to passive decision making but instead enhances overall 
cognitive performance [Chen et al. (2023), Essel et al. (2024)]. 

Developing metacognitive skills allows leaders to assess AI-
generated insights not just for their accuracy but also for their 
alignment with organizational values and goals, continuously 
evaluating its impact on strategy, ethics, and business 
performance. Without such a re� ective approach, AI risks 
becoming a tool for automation rather than augmentation. 
Consequently, fostering metacognitive awareness in 
AI-enhanced environments is essential for ensuring that 
decisions remain human-centered, ethically sound, and 
strategically effective.

4. METACOGNITIVE STRATEGIES FOR 
EFFECTIVE AI INTEGRATION

To harness the full potential of AI while avoiding inappropriate 
cognitive of� oading, individuals and organizations should 
develop and apply metacognitive strategies. In the context of 
AI, metacognitive strategies enable users to critically assess 
when and how to utilize AI tools effectively. This involves a 
series of steps that include: 

4.1 Environmental awareness

•  Contextual understanding: recognizing the 
environment, tools, and constraints that may impact 
task completion, including resource availability and 
organizational readiness. Being aware of the resources 
available and any limitations helps in planning effectively. 

•  Sensory information processing: actively gather and 
interpret information from your surroundings to inform 
your decisions and encourage open communication within 
teams to share insights. 

4.2 Planning and goal setting

•  De� ne objectives: clearly outline what you aim to 
achieve before engaging with AI, considering the context 
and available resources. Set measurable goals and identify 
key performance indicators (KPIs) to track progress.

•  Determine task appropriateness: assess which 
tasks are suitable for AI assistance and which require 
human insight. 

4.3 Active monitoring

•  Self-questioning: continuously ask yourself if AI outputs 
make sense. For example, “Is this recommendation logical 
given the data?”

Source: DEC (2024)
Note: Figures indicate the percentage of students who expressed concern regarding AI usage within a speci� ed topic.

Figure 3: Student concerns about their universities’ use of AI
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•  Awareness of biases: be vigilant about potential AI 
biases and your own cognitive biases that might affect 
interpretation.

•  Guard against latent persuasion: be aware that AI tools 
can subtly shape the opinions you express and ultimately 
believe – a phenomenon known as latent persuasion 
[Sparks et al. (2024)]. Actively question whether AI is 
unintentionally steering your beliefs and ensure your 
conclusions are grounded in independent analysis and 
critical thinking.

•  Team feedback mechanisms: implement regular team 
discussions to review AI outputs collectively, fostering a 
collaborative approach to monitoring and evaluation.

4.4 Critical evaluation

•  Continuous evaluation: while interacting with AI, 
continuously assess whether the outputs make sense 
and align with your objectives and the level of quality 
you expect.

•  Cross-veri� cation: validate AI outputs with additional 
sources or data when possible.

•  Outcome re� ection: after decisions are made, re� ect on 
the role AI played and whether it enhanced the decision 
making process.  

4.5 Adaptive learning

•  Feedback integration: use past experiences to inform 
future interactions with AI. This should be an iterative 
exercise with constant re� ection. Document lessons 
learned and share them across the organization to 
promote collective learning. 

•  Continuous education: stay updated on AI developments to 
understand new capabilities and limitations, while re� ecting 
its impact on decision making and problem solving. 

5. ADDRESSING THE AI LITERACY GAP

Exercising metacognitive awareness is necessary but not 
suf� cient by itself. Students and executives alike need to better 
understand what AI is, what it can do, and what it cannot. Gaps 
in AI literacy remain widespread. For instance, DEC (2024) 
reveals a signi� cant gap in AI literacy, with 58% of students 
feeling underprepared for the future of work. These � ndings 
closely parallel the challenges faced in the corporate world, 
where many executives also acknowledge the need to bridge 
gaps in AI literacy within their organizations. Executives should 
focus on developing AI literacy along with metacognition, 
not only using AI but also re� ecting on its limitations and 
capabilities [Ng et al. (2024)].

There is a clear expectation from students that universities 
should play a central role in developing the skills necessary to 
manage AI effectively, something that business executives also 
need. Cultivating metacognitive strategies to maximize AI’s 
potential in decision making will be crucial for success both 
before and after entering the workplace [Chen et al. (2023)]. 
Just as universities are being urged to enhance AI education, 
companies should also invest in ongoing AI literacy programs 
for their workforce. By offering professional development 
opportunities focused on AI, businesses can ensure that their 
employees remain competitive and pro� cient in using AI tools, 
thereby enabling its workforce to adapt to advances in AI.

6. CONCLUSION

As AI continues to reshape decision making across industries, 
the development of models like ChatGPTo1 highlights the rapid 
advancements in AI capabilities [OpenAI (2024)]. This new 
model, designed to reason through complex tasks and solve 
multi-step problems in areas as diverse as math, coding, and 
science, exempli� es how AI might become more sophisticated 
in mimicking human-like thought processes. The new model 
can evaluate multiple options before responding, making it 
signi� cantly better at handling complex problems compared 
to previous models. While this progress shows AI’s immense 
potential to transform problem solving and innovation, it also 
underscores the critical need for metacognitive awareness 
and human oversight in AI-driven environments given the 
ongoing need to adapt to technological advances.

This example emphasizes why human-in-the-loop decision 
making is more important than ever. Despite ChatGPTo1’s 
ability to perform better than previous models, particularly in 
technical tasks, its outputs must still be carefully evaluated 

Box 1: Applying metacognitive strategies 
in practice

For instance, when using AI to generate a market 
analysis report, you should:

•  Plan: de� ne what insights you need and decide 
which sections AI can assist with.

•  Monitor: as the AI generates content, regularly 
check for accuracy and relevance.

•  Evaluate: critically assess the � nal output for 
any inconsistencies or gaps.

•  Adapt: note any issues encountered and adjust 
your approach for next time.

ORGANIZATION  |  UNLOCKING AI’S POTENTIAL THROUGH METACOGNITION IN DECISION MAKING
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by humans, especially in ambiguous or high-risk scenarios. 
AI tools like ChatGPTo1 are more capable but still cannot 
fully understand the ethical or contextual complexities that 
may arise in business decisions. While AI can enhance 
problem solving and improve ef� ciency, it should nevertheless 
serve as a thought partner rather than a replacement for 
human judgment.

The risk of inappropriate cognitive of� oading may also be 
exacerbated by these rapid advancements. As AI becomes 
more pro� cient, there is a growing temptation to of� oad more 
critical tasks to these systems. However, overreliance on AI 
could lead to diminished cognitive engagement and poorer 
decision making over time. Just like current students, business 
leaders must remain actively involved, applying metacognitive 
strategies to re� ect on AI outputs, question assumptions, and 
ensure that decisions are made with a thorough understanding 
of the broader context.

The same advances also support the need for AI literacy 
among both students and executives. As AI systems become 
more complex, the ability to critically evaluate their outputs 
and understand their limitations becomes even more 
essential. Organizations must prioritize ongoing AI training and 
education, ensuring that their workforce is not only pro� cient 
in using AI but also equipped to oversee and guide AI in a way 
that aligns with ethical standards and business goals.

Throughout these processes, students and employees alike 
should remain involved in decisions regarding AI integration. 
DEC (2024) found that students wanted to help shape AI’s role 
in education and the workplace. This mirrors how businesses 
should involve leadership teams in developing AI training 
strategies to avoid the risks of AI overreliance [Ng et al. (2024), 
Essel et al. (2024)]. By engaging executives and managers in 
AI training and decision making, organizations can ensure a 
more holistic approach to AI integration. Beyond enhancing 
the effectiveness of AI initiatives, this approach also builds a 
sense of ownership and accountability in how AI is used to 
shape business strategies and operations.

The rapid development of AI clearly demonstrates its growing 
capability to assist in decision making and problem solving. 
However, with these advancements comes the pressing need 
for careful human oversight. Business leaders must ensure 
that AI tools are used thoughtfully, balancing the convenience 
of of� oading tasks with the necessity of staying engaged in 
critical decision making. By developing metacognitive skills 
and maintaining an active role in overseeing AI outputs, 
leaders can ensure that AI serves to enhance, rather than 
replace, human judgment, creativity, and ethical responsibility.
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